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Filling in the gaps with Machine Learning

ÅBenchmarkingsystemsiscostly
ÅTimeto conducttests

ÅFinancial(hardware+ software)

ÅMachineLearningispromisingalternativeto buildingandtesting
ÅEspeciallyDeepLearning

ÅWedemonstratethe potentialof deeplearningfor predictingperformance
ÅusingMulti-layerPerceptronsandConvolutionalNeuralNetworks

SPEC 2017 score
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SPEC CPU 2017 Data example
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Cleaning the data

Å5ŀǘŀ ƴŜŜŘǎ ǘƻ ōŜ ǾŜǊȅ ΨŎƭŜŀƴΩ

ÅΨмлнпa.ΩΣ ΨмD.Ω ςconvert to same units

ÅΨм /t¦ΩΣ Ψм cpuΩ ςconvert to same case

Å.ŀǎŜ ǊŜǎǳƭǘ Ґ ΨлΩ ςremoval of outliers

ÅΨмD.ΩΣ Ψ м D.ΩΣ Ψм D.Ω ςremoval of spurious spaces

ÅΩмD.ΩΣ ΨнD.ΩΣ ΨпD.Ω ςmake categorical

ÅOur reproducibility package contributes code to clean the SPEC CPU 
2017 data to support further analyses.



Removal of highly correlated features

ÅIƛƎƘƭȅ ŎƻǊǊŜƭŀǘŜŘ ŦŜŀǘǳǊŜǎ ŘƻƴΩǘ ƘŜƭǇ ǿƛǘƘ ǇǊƻŘǳŎƛƴƎ ōŜǘǘŜǊ ǊŜǎǳƭǘǎ

ÅAnd sometimes make things worse

ÅYŜƴŘŀƭƭΩǎ Ǌŀƴƪ ŎƻǊǊŜƭŀǘƛƻƴ ǳǎŜŘ ǘƻ ƛŘŜƴǘƛŦȅ ǘƘƻǎŜ ŦŜŀǘǳǊŜǎ Ҕ тл҈ 
corelated with others

Å7 features removed

Pearson and Spearman  gave very similar results
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Challenges
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Searching for Neural Network (MLP)

ÅFully-Connected Networks: trapezium shaped
ÅNumber of neurons: From 2n to 2n-m

ÅRange = nɴώпΣ ΧΣ ммϐΣ ƳώɴмΣ ΧΣ млϐ



Searching for Neural Network cont. (CNN)

ÅCNN design: trapezium shaped
ÅNumber of convolutional layers: From 2n to 2n-m

ÅRange = nɴώтΣ ΧΣ ммϐΣ ƳώɴпΣ ΧΣ тϐ

ÅKernel ɴ [1, 3]

ÅNumber of neurons: From 2p to 2p-q

ÅRange = pɴ [7, ..., 11], qɴ [5, ..., 7]



Searching for Neural Network cont.
(ResNetInspired)
ÅIdentity block

ÅConvolutional block

ÅSuper block

ÅFinal architecture



Hyperparameter search

ÅOptimizers: SGD, Adam, Rmsprop

ÅLoss functions: MAE and MSE

ÅActivation functions: sigmoid, tanh, ReLU

ÅStride size ɴώмΣ ΧΣ пϐ
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Metrics

ÅR2: strengthof the relationshipbetweenpredictionsandactual
ÅCloserto 1 isbetter

ÅMAE: how bigerror isbetweenpredictedandactual
ÅCloserto 0 isbetter

ÅMSE: Similarto MAEbut more impactfrom largedifferences
ÅCloserto 0 isbetter

ώ is the true value, ώ is the predicted value and ώ is the mean of all true values 



Baseline comparison methods

ÅLinear Regression

ÅSupport Vector Regression

ÅRandom Forest Regression

‐



Overall Comparison –sorter by R2
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Comparison of approaches

Model Best R2

Trapezium CNN 0.9864

Random Forest Regression 0.9830

Fully Connected MLP 0.9735

Residual Neural Network 0.9501

Linear Regression 0.5260

Support Vector Regression -0.0040



How do we do across the range?



Hyperparameters

ÅOptimizer: Adam though RMSprop close

ÅLoss function: MAE, even when metric was MSE

ÅActivation function: Sigmoid

ÅStride: 1 or 2

ÅKernel size: normally 3

ÅTraining epochs: Normally 250, though some exceptions 

- Though model dependent



Residuals of different models



Threats to Validity

ÅLimitations:
ÅL1: Single benchmark dataset
ÅL2: Single expert for data cleaning

ÅConstruct Validity
ÅCould also look at predicting energy use

ÅInternal Validity
ÅOne researcher cleaned data, though well documented

ÅExternal Validity
ÅOnly done for SPEC 2017

ÅReproducibility
ÅCode and data is available



Implications

ÅCanprovide more accuratepredictionswhen weŎŀƴΩǘdo traditional
benchmarkingmethods

ÅHelpsorganizationsmakebetter decisionswhen it comesto selecting
hardware



Future Research Directions

ÅMore powerful neural network architectures with innovative feature 
aggregating modules or higher parameter and layer counts could lead 
to even better performance predictions

ÅTransfer learning could be used to pre-train the performance 
prediction system on a larger proxy dataset before fine-tuning it on a 
benchmark dataset



Conclusions

ÅDeep learning models have the potential to revolutionize the way we understand 
computing system performance and make better decisions when it comes to selecting 
and optimizing hardware based on real-world workloads

ÅCNN Models produce the best results ςthough at cost of training time

ÅRF is close second ςbut less useful when predicting for novel hardware

ÅMLP and ResNet-inspired models perform reasonably well, but not as good as others
ÅNot worth the extra cost

ÅFuture research could explore more powerful neural network architectures and the 
effects of transfer learning to further improve performance predictions

ÅAll code and data, available: https://github.com/cengizmehmet/BenchmarkNets

Long term: M.Cengiz2@newcastle.ac.uk
At Conference: Stephen.mcgough@Newcastle.ac.uk

14th ACM/SPEC International Conference on Performance Engineering (ICPE) / 18.04.2023

https://github.com/cengizmehmet/BenchmarkNets
mailto:M.Cengiz2@newcastle.ac.uk
mailto:Stephen.mcgough@Newcastle.ac.uk

	Slide 1: Predicting the Performance of a Computing System with Deep Networks 
	Slide 2: Outline
	Slide 3
	Slide 4: Predicting SPEC CPU 2017 scores for new computers
	Slide 5
	Slide 6: Filling in the gaps with Machine Learning
	Slide 7: Outline
	Slide 8: Features in SPEC CPU 2017 dataset
	Slide 9: Features in SPEC CPU 2017 dataset
	Slide 10: Features in SPEC CPU 2017 dataset
	Slide 11: Features in SPEC CPU 2017 dataset
	Slide 12: SPEC CPU 2017 Data example
	Slide 13: Outline
	Slide 14: Cleaning the data
	Slide 15: Removal of highly correlated features
	Slide 16: Outline
	Slide 17: Challenges
	Slide 18: Challenges
	Slide 19: Searching for Neural Network (MLP)
	Slide 20: Searching for Neural Network cont. (CNN)
	Slide 21: Searching for Neural Network cont. (ResNet Inspired)
	Slide 22: Hyperparameter search
	Slide 23: Outline
	Slide 24: Metrics
	Slide 25: Baseline comparison methods
	Slide 26: Overall Comparison – sorter by R2
	Slide 27: Overall Comparison – sorted by MAE
	Slide 28: Comparison of approaches
	Slide 29: How do we do across the range?
	Slide 30: Hyperparameters
	Slide 31: Residuals of different models
	Slide 32: Threats to Validity
	Slide 33: Implications
	Slide 34: Future Research Directions
	Slide 35: Conclusions

