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GPUs are Broadly Used for Acceleration

Image source: 
https://blogs.nvidia.com/blog/2021/06/25/industrial-hpc-revolution/

Intel's Nvidia GPU licensing deal ends next month - Legal - News - HEXUS.net
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GPU Programming

GPU Kernel

# of GPU threads
1 warp = 32 threads



Existing GPU Performance Tools

Existing tools apply high-level hotspot analysis
NVIDIA Nsight Compute HPCToolkit



DrGPU Contribution
DrGPU

➢ tells you where GPUs waste on stalling by a top-down tree
 

➢ provides analysis and optimization guidance for non-experts



What are Bottlenecks of GPU?

SM
1 instruction per cycle (IPC) 
per warp scheduler per SM
=>
Ideal instruction per cycle is 
4 



What are Bottlenecks of GPU?

Gap is large between achieved IPC and ideal IPC!

Why?



Categories of Stall Reasons



Instruction Related Stalls



DrGPU Overview

DrGPU utilizes NCU(NVIDIA Nsight 
Compute) to profile GPU applications 
with customized GPU hardware counter 
list

DrGPU gives optimization suggestions 
based on collected hardware 
counters.



An example of Analysis Trees

Main stall reasons

Further breakdown for details

Optimization suggestions

Related code lines and contributions to stalls

High level overview of a kernel



Evaluation Platforms
• GPU

– V100  16GB
– GTX 1650 4GB

• Applications
– Rodinia benchmarks
– YOLOv4 (Darknet)
– LULESH2
– PeleC
– Castro



Speedups with Optimization Guided by DrGPU

1.58X on GTX 1650
1.36X on V100



PeleC
Optimizations

• Set blocksize to 128.
• Replace functions to their 

faster version. e.g., log10 -> 
log10f (0.1% precision loss)

1.34X speedup on GTX 1650 
1.36X speedup on V100

A portion of the analysis tree on GTX 1650

IPC: 0.09



YOLOv4

Optimization
• Loop unrolling

1.06X speedup on GTX 1650
A portion of the analysis Tree on GTX 1650



Conclusions
We propose DrGPU, a novel top-down profiler for GPU kernels. 
➢ DrGPU quantifies stall cycles and decomposes them according to 

various hardware events for root causes.
➢ DrGPU generates performance analysis trees including source code 

location, root causes, and actionable guidance
➢ We optimized a number of applications with the insights provided by 

DrGPU with nontrivial speedups on both desktop and Summit NVIDIA 
GPUs

➢ Some of optimization suggestions proposed by DrGPU have been 
integrated to NVIDIA Nsight Compute

Code is available at: https://github.com/FindHao/drgpu



Thanks!


